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We consider a spin-1 model of strain pseudospins S�r��=0, �1 that arise from a triple-well Landau free
energy for a square/rectangle or “austenite-martensite” structural transformation of a two-dimensional lattice.
The pseudospin model has elastic-compatibility-induced power-law anisotropic �PLA� interactions and no
quenched disorder. The iteratively solved local mean-field equations for �S�r� , t�� form a temperature-dependent
PLA-coupled nonlinear-map lattice, where t is the iteration “time.” On cooling at a constant rate, the excess
entropy shows a weak roll-off near a temperature T=Tg and a sharper elbow at a lower T�, just above a
Kauzmann-type TK where the excess entropy would have become negative. The crossover temperatures Tg ,T�

decrease logarithmically with cooling rate and mark stability changes in spatiotemporal attractors of the cooled
PLA-coupled map. Three phases in �S�r� , t�� are found, with textures of the martensitic-variant domain walls as
“inherent structures.” There is a high-temperature �T�Tg� fine scale phase of feathery domain walls and an
intermediate temperature �Tg�T�T�� phase of mazelike domain walls, with both showing square-wave os-
cillations as predominantly period-two attractors but with minority-frequency subharmonic clusters. Finally,
there is a low-temperature freezing �T��T� to a static fixed point or period-one attractor of coarse, irregular
bidiagonal twins, as in a strain glass. A Haar-wavelet analysis is used to identify the local attractor dynamics.
A central result is that dynamically heterogeneous and mobile low-strain droplets act as catalysts, and can form
correlated chains or transient “catalytic corrals” to incubate an emerging local texture. The hotspot lifetime
vanishes linearly in T−TK, suggesting that TK is a dynamic spinodal limit for generating the “austenitic”
catalyst, the disappearance of which drives a trapping into one of many bidiagonal glassy states. The model has
relevance to martensitic or complex-oxide textures, coupled-map lattices, and configurational-glass transitions.
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I. INTRODUCTION

Glass formation is a long-standing problem.1 At finite
cooling rates, crystallization is avoided and the entropy peels
off from that of a liquid at a cooling-rate dependent glass
transition temperature. The glassy entropy excess �over that
of a crystalline solid� decreases toward zero for slow cooling
rates and the slope flattens at a glass freezing temperature,
thus avoiding a paradoxical negativity at an extrapolated
“Kauzmann” temperature TK,2 where viscosities or relaxation
times rise sharply.1 Model simulations show that vibra-
tionally masked inherent-structure configurations emerge on
cooling, and dynamical heterogeneities act as mobile facili-
tators in their rearrangements.3,4 Density functional theories
show that there are many glassy configurational minima.5

However, the physical meanings of the crossover tempera-
tures and glassy structural freezing are still not fully under-
stood.

Martensitic structural changes1 are solid-solid transitions,
with strain-tensor components as the order parameters �OPs�,
and have a broad transformation region and incubation de-
lays in conversions, which are also not entirely understood.
Below precursor regions, the high-symmetry “austenite” unit
cells can distort in a first-order transition to form bands of
twinned “martensite,” separated by oriented elastic domain
walls, without introducing dislocations.6 The free energy de-
pends on the strain tensor, which is related to the unit-cell
distortion. One way to understand oriented twins is to work

in the distortion-tensor, rather than the more conventional
displacement-vector, representation. The no-defect condition
is expressed as the St. Venant compatibility constraint link-
ing the distortion-tensor components.7–10 The non-OP strains
are eliminated in a constrained minimization, yielding a non-
local effective interaction between the OP strains, which has
power-law anisotropic �PLA� decays. Simulations, in both
distortion9,10 and displacement8 representations, show evolu-
tion into sharp twins along a preferred direction, e.g., a cho-
sen diagonal. Recently, static and dynamic strain-glass states,
distinct from known “tweed” precursors, have been experi-
mentally detected by compositional tailoring of metallic
alloys.11

In a configurational-glass context, anisotropic interactions
with sixth-power falloff in distance have been postulated in
two-dimensional �2D� spin models.12 Glassy dynamics has
also been studied in six-state dipolar models,13 in Ising
models with competing ferromagnetic/antiferromagnetic
interactions,14 and in plaquette-interaction models with spe-
cial coefficients, where a Kauzmann-type temperature2 is
identified with a metastability limit.15 Equations for the local
mean field of anisotropic next-neighbor Ising �ANNI� mod-
els have been iteratively solved in space as in a nonlinear
map, yielding complex phase-space trajectories and
devil-staircase response to varying coupling-constant
anisotropies.16 Soft-spin models in one dimension with tilted
triple minima have metastable dynamics, influenced by two
possible types of kink domain-wall fronts.17 Isotropic power-
law interactions in soft-spin models, with falloff exponent
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smaller than dimensionality, or other long-range models have
been linked to complex metastable states, multiple spinodal
branches, and non-Boltzmann entropies.18,19 Whereas one-
dimensional �1D� Potts models with power-law isotropic in-
teractions have unusual equilibrium critical behavior,20 Potts-
type models with large-degeneracy excited states and kinetic
constraints show glassy dynamics from entropy barriers or
“dynamically restricted pathways for energy reduction.”21 A
state-trajectory description of noninteracting Ising spins in a
magnetic field, with restricted spin flips, reveals dynamical
heterogeneities and glasslike freezing.22 The above models
are without random quenched disorder; if added, in nearest-
neighbor couplings, glassy behavior results in Potts spin
glasses and in Ising spin glasses in a magnetic field.23,24

A simple martensite-related discrete-spin model without
quenched disorder, which shows some glasslike behavior and
complex nonuniform states under cooling, would be useful in
understanding martensites and glasses. For first-order transi-
tions, the high-temperature phase remains metastable over a
temperature range and could play a dynamical role.

In this paper, we consider a reduced description of a 2D
square-rectangle first-order structural transformation, with
the triple-minima local Landau free energy inducing three-
valued strain pseudospins, S�r��=0, �1, in a temperature-
dependent effective Hamiltonian.25 This is similar to a spin-1
Blume-Capel model26 but with specially related temperature-
dependent parameters and with added PLA interactions. The
nonlinear equations for the local-average pseudospins
��r� , t���S�r� , t�� are solved iteratively under constant-rate
cooling, with the iteration step “time” t having a physical
interpretation. We therefore have a cooled temperature-
dependent coupled-map lattice,27 with PLA couplings. Ther-
modynamic functions are calculated, textures presented in
coordinate and Fourier space, and dynamical heterogeneities
are found, both periodic and in bursts, and analyzed using
wavelet diagnostics.28 Three phases of dynamical textures of
complex domain-wall patterns, which act as “inherent struc-
tures” or local free-energy minima3 with crossover tempera-
tures Tg ,T� and TK that decrease logarithmically with cooling
rate,1 are found. Three visually distinct long-lived attractors
are obtained on cooling followed by holding for long times,
at fixed temperatures, which are well inside three regimes.
With T�Tg there is a predominantly feathery phase of laby-
rinthine domain walls, with square-wave oscillations of pe-
riod 2 and small clusters of periods 4, 8, …. There are local
textural conversions over a range of temperatures, completed
by Tg, and the system for Tg�T�T� shows a sharper maze-
like phase, also with square-wave oscillations and clusters.
Finally, for T��T�0, there is a freezing to a period-one
static phase of coarser and disordered twin domain walls
along both diagonals. Holding at a fixed temperature just
above T�, the periodic maze attractor shows metastability
and converts locally to regions of the static bidiagonal attrac-
tor. A key result is that local configurational catalysts spon-
taneously form to mediate the textural conversions. Low-
strain “austenitic” hotspots are dynamically generated and
increase to a maximum over an incubation time, forming
chains enclosing cooperatively rearranging regions in “cata-
lytic corrals” and then vanishing after the new local texture
emerges. This lifetime varies linearly in T−TK, so TK acts

like a dynamic spinodal temperature for hotspot catalyst dis-
appearance.

There are many spin models without quenched disorder,
showing glasslike behavior.12–22 Our model differs in several
respects and links coupled-map lattices, martensites, and
glasses. It is obtained from a martensitic structural transition
model, involves nonlocal PLA potentials derived from a con-
strained minimization of a local free energy, studies cooling-
rate systematics, identifies and pictures dynamically facilitat-
ing heterogeneities, and suggests that iterative-map lattices
are a natural texture-generating dynamics for nonuniform
and multiple metastable states. Although experimental com-
parisons require further development, the general results, in-
cluding configurational autocatalysis, broad transformation
regions, inhomogeneous freezing, and spatiotemporal pat-
terning, are clearly relevant to properties of martensites, con-
figurational glasses, and strain glasses.

The plan of the paper is as follows. In Sec. II we outline
the strain free energy, the derivation of the compatibility po-
tential, and the reduction to a spin-1 model with PLA inter-
actions. Section III presents the local mean-field equations
and cooling protocol. Section IV treats the thermodynamics
and crossover temperatures. Section V presents the Haar-
wavelet diagnostics and pictures of the spatially and dynami-
cally heterogeneous textures and their complex transition
pathways. Finally, Sec. VI has a summary and discusses fur-
ther possible work.

II. STRAIN FREE ENERGY, COMPATIBILITY
CONSTRAINT, AND PSEUDOSPINS

We present �A� the 2D order-parameter strain free energy
and power-law anisotropic potentials and �B� the reduction to
a Hamiltonian in terms of discrete strain pseudospins.

A. Order parameter strain free energy

The distortions of the axes of a 2D square unit cell of a
lattice can be described by the three components of a sym-
metrized distortion matrix e��, acting on the original Carte-
sian axes unit-cell vectors. Then exx ,eyy are stretches along
the x, y directions, and exy =eyx are tilts of x and y unit-cell
vectors toward each other. There are three physical distor-
tions, which are the linear combinations,

e1 =
1
�2

�exx + eyy�, e2 =
1
�2

�exx − eyy�, e3 = 2exy ,

�2.1�

where e1 ,e2 ,e3 are the compressional, deviatoric, and shear
distortions, respectively, which can all be positive or nega-
tive. The scalar free energy is a function of the symmetric
strain tensor E��, which depends on the symmetrized distor-
tion tensor �with both linear and quadratic contributions29,30�.
We henceforth linearize the strain as simply the distortion
tensor, E���e��.

The order parameter for the square to deform into two
possible rectangular variants along x or y axis is e2�r��. The
variational free energy is invariant under the square-unit-cell
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point group and can be written in terms of the physical
strains as

F = FL�e2� + FG��� e2� + Fnon�e1,e3� . �2.2�

The sixth-power Landau term for the first-order transition
is a local triple well in the OP strain, FL=�r�fL�e2�, defined
on N sites 	r�
 of a 2D reference lattice with fixed square unit
cells, of the high-temperature austenite. Here in scaled
form,9,10

fL

E0
= �	 − 1�e2�r��2 + e2�r��2�e2�r��2 − 1�2 − p�r��e2�r�� ,

�2.3a�

where E0 is a unit-cell elastic energy,

	�T� � �T − Tc�/�T0 − Tc� �2.3b�

is a scaled temperature, and p�r�� is an external local stress.
Figure 1 shows the Landau free energy for p�r��=0. For 	
�4 /3 the upper spinodal temperature, there is only a single
minimum at e2=0, the austenite square-unit-cell phase. For
4 /3�	�1, there are also two symmetric metastable wells at
nonzero e2. With 	�T0�=1 at the Landau transition tempera-
ture T0, the triple wells become degenerate, and the nonzero
martensite e2 wells thereafter become lower in free energy.
Finally, 	�Tc�=0 at the lower spinodal temperature Tc, where
the metastable e2=0 austenite well flattens and disappears.
The uniform-martensite solutions for 	
4 /3 are the two
variants �e2�= ���	�, where

��	�2 �
2

3
�1 + �1 − 3	/4� , �2.3c�

which is unity, ��1�=1, at 	�T0�=1. We henceforth scale to
be dimensionless all temperatures in the physical T0 so that
T /T0→T and all energies in kBT0, i.e., E0 /kBT0→E0.

The Ginzburg term, quadratic in nearest-neighbor differ-
ences with reference-lattice unit-cell lengths set to unity, can
be written as an on site plus a nearest-neighbor ferromag-
netic interaction with �̂= x̂ , ŷ,

FG/E0 = �
r�,�̂

�2�e2�r� + �̂� − e2�r���2

= �24�
r�

e2�r��2 − 2 �
�r�,r���

e2�r��e2�r���� . �2.3d�

With central difference operators, which in Fourier space are
��→ iK��k��� i2 sin�k� /2�, an equivalent form is

FG/E0 = �
r�

�2��� e2�2 = �
k�

�2K� 2�e2�k���2. �2.3e�

The non-OP term is harmonic,

Fnon/E0 =
1

2�
r�

	A1e1�r��2 + A3e3�r��2


=
1

2�
k�

	A1�e1�k���2 + A3�e3�k���2
 . �2.3f�

Freely minimizing in uniform strains with wave vectors k�
=0, the minimum is at e1 ,e3=0 when Fnon=0. For nonuni-
form strains, the physical distortions are linked by St. Venant
compatibility conditions.7 These constraints ensure that lat-
tice integrity is maintained throughout, with no defects gen-
erated, so that there is a smoothly compatible fitting together
of distorted unit cells across domain walls. In two dimen-
sions, there is a single constraint on the three distortions,8–10

so there are two remaining free variables per unit cell,
matching the 2 degrees of freedom per lattice point in the
equivalent displacement representation. More generally, in d
dimensions there are d�d+1� /2 components of the symme-
trized distortion tensor and d�d−1� /2 constraints.

The St. Venant equations can be heuristically understood
as follows. In cylindrical coordinates, an edge dislocation
along the z axis has a Burgers vector in the azimuthal direc-
tion, and distortions fall off in the radial direction, i.e., there
are transverse contributions. For no defects generated, the
e�� tensor must be longitudinal.30 Now for a longitudinal
vector, the curl is zero. Thus, for a longitudinal tensor, the
double curl or “incompatibility” must be zero.7 In coordinate
and Fourier space �with T denoting “transpose”�,

Inc�eJ� � ��  ���  eJ�r���T = 0;K�  eJ�k��  K� = 0.

�2.4a�

In three dimensions there are three independent equations for
six e�� components.7,9,10 In two dimensions there is a single
constraint �x

2eyy +�y
2exx−2�x�yexy =0. In terms of physical

distortions the constraint is8–10 1
�2

��x
2+�y

2�e1− 1
�2

��y
2−�y

2�e2

−�x�ye3=0, so an OP spatial variation e2�r�� can act as a
source term, inducing non-OP variations e1�r�� ,e3�r��, to
maintain lattice integrity. In Fourier space,

O1e1�k�� + O2e2�k�� + O3e3�k�� = 0, �2.4b�

where29 O1�k��=− 1
�2

�Kx
2+Ky

2� , O2�k��= 1
�2

�Kx
2−Ky

2� , O3�k��

FIG. 1. Landau free-energy density of Eq. �2.3a� or fL�e2� ver-
sus order parameter e2 for several scaled temperatures 	.
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=KxKy. We need a constrained minimization of the free en-
ergy, which can be done analytically, since non-OP terms are
harmonic. Solving for say e1�k��, substituting into Eq. �2.3f�,
and freely minimizing in e3�k�� yield the non-OP in terms of
the OP strains, ei�k��=Bi2�k��e2�k��, with i=1,3, where the fac-
tors are Bi2=−�OiO2 /Ai� / 	�O1

2 /A1�+ �O3
2 /A3�
. Then the

compatibility-induced St. Venant interaction term between
the OP strains Fcompat�e2��Fnon�e1 ,e3� is

Fcompat/E0 =
1

2�
k�

A1U�k���e2�k���2 �2.5a�

or in coordinate space

Fcompat/E0 =
1

2�
r�,r��

A1U�r� − r���e2�r��e2�r��� . �2.5b�

Here the kernel A1U= �1−�k�,0��A1B12
2 +A3B32

2 � is

A1U�k�� = �1 − �k�,0�O2
2/	�O1

2/A1� + �O3
2/A3�
 , �2.5c�

or explicitly U�k��= �Kx
2−Ky

2�2 / 	K� 2+ �2A1 /A3�Kx
2Ky

2
. This is

independent of �k�� for long wavelengths when K� �k�, so

U�k���U�k̂�, dependent only on the direction k̂ in the Bril-
louin zone. �As mentioned, the uniform strain Fnon=0, so we
must set the kernel U�k� =0�=0.� For e2�k�� peaking diago-
nally at kx=ky or −ky, the non-OP strains are expelled,9

e1,3�k���O2�k��e2�k��=0, and the kernel again reaches its mini-
mum value of zero, so diagonal domain-wall orientations are
favored.

Writing Eq. �2.5b� as a pressure term in Eq. �2.3a�, we see
that it represents internal effective stresses at a site r�, which
can give contradictory instructions, from different far-off
strains. The PLA compatibility potential in coordinate space

for R� =r�−r���0, competing with Eq. �2.3e�, is evaluated in
simulations by a fast Fourier transform �FFT� of the kernel.
An approximate form is

U�R� � �
cos 4�� − ���

R� 2
, �2.6�

where r̂ .r�̂�cos��−���. �Writing U�R� � as the 2D Fourier

transform of U�k̂� and changing variables �k��→ �k�� / �R� yield

the 1 /R2 falloff. A standard expansion of eik�·R̂ in terms of
spherical Bessel functions in �k�� and Legendre polynomials

in k̂ · R̂ yields the numerator as a leading anisotropy in R̂.�
Truncating Eq. �2.6�, the competing-sign14 couplings are
nearest-neighbor antiferromagnetic ��+A1 /12� and next-
neighbor ferromagnetic ��−A1 / ��2�2�. The energy Ecell for a
square-unit-cell cut by a domain wall can be estimated. The
domain wall forces some ferromagnetically coupled diagonal
spins to be antiparallel, so there is a kind of “frustration”
induced, which is known to imply degenerate states. The
frustrated pseudospin textures trapped thermal excitations
and not spin-glass-type quenched-disorder inhomogeneities.
The energies are Ecell�2�2+A1 for vertical or horizontal and
Ecell�2�2 for diagonal domain walls, so again diagonal ori-
entations are favored.

The lattice-specific fourfold anisotropy of Eq. �2.6� is
from the square-unit-cell symmetry, and the falloff exponent
is the dimensionality d=2. The “dipolar” falloff �1 /Rd is
faster than a Coulombic decay �1 /Rd−2 or an �1 /R�

decay19 with �
d. The spatial average vanishes,

�R�U�R� � /N=U�k� =0�=0. The power-law exponent originates
not from proximity to some critical point but from

d-dimensional phase space. The property U�k���U�k̂� im-
plies a scale-free interaction, with fluctuations of all wave
vectors governed by the same strength. Plots of U�k�� ,U�r��
have been given elsewhere;8,9 related plots are shown below.

The free energy in terms of the OP strains alone in the
spirit of Landau is then

F�e2� = FL�e2� + FG��� e2� + Fcompat�e2� . �2.7�

Below transition, the degenerate martensitic wells of FL and
the compatibility potential Fcompat can produce oriented
martensite/martensite or d2 domain walls between bands of
the competing minima, with strain changes in ��2��	�.
�These are line solitons of the underlying �6 field theory.�
The presence of zero-strain minima suggests a second
martensite/austenite or d1 domain wall, with smaller changes
in ����	�. Bechhoefer et al.17 considered a tilted triple-well
1D soft-spin model, finding that there are two types of kink
domain walls similar to d2 ,d1, with different velocities,
which dynamically produce dominant regions of a long-lived
metastable phase. In our 2D model, we will find later that a
short-lived local domain-wall splitting/rejoining �d2→2d1
→d2� plays a catalytic role in incubating patterns of d2 mar-
tensitic domain walls.

B. Pseudospin Hamiltonian

The local Boltzmann factor e−�fL has three peaks in the
OP strain at free-energy minima �e2�r������e2�r���S�r���
=0, ���	�, where S�r��=0, �1 represents the austenite �0�
and martensite-variant ��1� choices made in the displacive
transition. We make the approximation, which is meaningful
only in the strain representation,

e2�r�� → ��	�S�r�� , �2.8a�

where the pseudospin S�r�� has values

S�r�� = 0, � 1, �2.8b�

and ��	� is as in Eq. �2.3c�, for 4 /3�	�T��	�T=0�. We
allow the intrinsic possibility of all three types of unit cells
or three spin values at all temperatures, since internal stresses
from neighboring variations could tilt the Landau free energy
to locally cause their appearance.

With the substitution of Eqs. �2.8a� and �2.8b� and the
relations S�r��6=S�r��4=S�r��2=0 or 1, the nonlinear OP-strain
free energy of Eq. �2.7� collapses to a pseudospin “Hamil-
tonian” suggested earlier25 with

H�T� � F�e2�r�� → ��	�S�r��� . �2.9�

An analogy has been made between austenite/martensite
strains and discrete pseudospin values in models with gen-
eral coupling constants.31 Our Hamiltonian �2.9� differs, as

S. R. SHENOY AND T. LOOKMAN PHYSICAL REVIEW B 78, 144103 �2008�

144103-4



the pseudospin values arise from OP choices within a varia-
tional free energy, yielding specific coupling constants whose
T-dependent sign changes carry the displacive first-order
transition, as below.

The temperature-dependent model Hamiltonian, bilinear
in the pseudospins, with single-site, nearest-neighbor, and
PLA interaction terms is

�H =
D0

2 ��
r�

g0S�r��2 + �2��� S�r���2

+
A1

2 �
r�,r��

U�r� − r�� �S�r��S�r�� � − �
r�

p�r��S�r��/�� , �2.10a�

with

fL��� = E0g0�	���	�2,

g0�	� � �	 − 1� + ��2 − 1�2, �2.10b�

and with a scaled �=1 /T, we have D0�2�E0 /T���	�2. In a
strictly uniform mean-field approximation the average
��H����HMF�=N�fL�S�2 and the �S�=0 austenite state is
preferred for T�T0 or 	�1 when fL�0, while �S�= �1 is
preferred for T
T0 or 	
1 below transition when fL
0.
Thus, for the uniform case, the magnitude jump and sign
locking of the OP, both occur at the same transition tempera-
ture; the pseudospin description faithfully reproduces the
first-order Landau transition of Eq. �2.3a�.

The model �Eq. �2.10a� with Eq. �2.3d�� is related to a
temperature-dependent version of the “classical spin-1” or
Blume-Capel model26 �H=−�J��r,r��SrSr�+�J��rSr

2, but
with special parameter relations 	�J�T�=D0�T��2 ,�J��T�
= 1

2D0�T��g0�	�+4�2�
, and now including PLA �1 /Rd inter-

actions, with R� -direction-specific anisotropies. The model
also differs from dipolar models with �1 /Rd interactions, as
these have dipole-orientation-specific anisotropies.13 The
model is actually one of a larger class of “clock-zero” mod-
els, with pseudospins obtained from scaled Landau free en-
ergies with NV variants described by NOP strain order
parameters.30 The pseudospins have NV clock values on a
unit sphere plus a zero state at the center, so there are �NV
+1� values. For the 2D square/rectangle transition NV
=2,NOP=1, and in this case the �2+1� clock-zero states hap-
pen to be equivalent to a three-state spin-1 model. However,
the 2D triangle/face-centered-rectangle transition and the 3D
cubic/tetragonal transition, both have NOP=2 component or-
der parameters �e2 ,e3�, with NV=3 Landau minima.9 Their
pseudospin Hamiltonian corresponds to a �3+1�-state clock-
zero model �plus different 2D/3D PLA couplings�, which in
this case is not equivalent to a four-state spin-3/2 model.
These and other clock-zero models will be studied else-
where.

With Fourier expansions,

S�r�� =
1

�N
�

k�
S�k��eik�·r�;U�R� � =

1

N
�

k�
U�k��eik�·R� ,

the Hamiltonian is diagonal in Fourier space,

�H =
1

2�
k�

Q0�k���S�k���2, �2.11a�

where S�k��*=S�−k�� and

Q0�k�� � D0�g0�	� + �2K� 2 +
1

2
A1U�k��� . �2.11b�

Monte Carlo quench simulations32 of Hamiltonian �2.10a�
or �2.11a� eventually yield sharp domain walls oriented along
a diagonal, as in simulations of the full continuous-variable
strain model.9,10 However, to study long-lived transients and
glassy behavior, we pursue a local mean-field approximation
under a cooling ramp. If the temperature is swept faster than
the uniform-martensite state that can be established, fine
scale textures in S�k�� will be spread over much of the Bril-
louin zone. The potential that they see can be separated into
an averaged temperature shift and a shifted potential that
averages to zero over the Brillouin zone. The shifted poten-
tial is

V�k�� = �2	K� 2 − �K� 2�
 +
1

2
	A1U�k�� − �A1U�k���
 , �2.12�

where square brackets denote Brillouin-zone averages,

evaluated as �U�k���=�k�U�k�� /N=0.29 and �K� 2�=4. The com-

patibility potential U�R� � and shifted potential V�k�� are shown
as relief plots in Fig. 2. Note the sign changes and power-law

profiles of U�R� �. The V�k�� wave-vector channels are shifted
by the temperature 	 in Q0 and dynamically restrict the path-
ways for free-energy reduction.

Free energy barriers are combinations of energy and en-
tropy barriers. �A pure energy barrier for a golf ball is a ridge
followed by a broad funnel-shaped surface leading to a hole:
if the ball has energy to surmount the ridge at any forward
angle, it drops into the hole. A pure entropy barrier21 is a flat
surface, with many forward trajectories missing the hole, and
only a geometrically restricted fraction of phase-space trajec-
tories dropping in.� Ritort and Mansfield21 considered en-
tropy barriers in kinetically biased models with many degen-
erate excited states, and only a configurationally restricted
fraction of spins allowed to drop toward the ground state. We
note that configurational transitions from one free-energy
valley to the next are along paths crossing saddle-point
mountain passes of barrier height �bF. The transition weight
is �e−��bF=e−�	�bU−T�bS
��e−��bU, where the entropy dif-
ference between the transition-pathway and valley configu-
rations is �bS� ln �. If the relative number of transitional
pathways � becomes small, then an “ergodicity-breaking”
transition can occur. Metastable configurations can then be
preserved for long times by large entropy barriers ��bS� or
the sparseness of pathways, even if energy barriers �bU
along that path are small or even zero.

The domain-wall configurations can be described by

directed-segment variables j��r��= ẑ�� S�r�� along the walls or
in Fourier space by jx�k��=−iKyS�k�� , jy�k��= + iKxS�k��. The
Hamiltonian of Eqs. �2.11a� and �2.11b� can be formally
written in terms of an anisotropic Coulomb-type potential
between these “current-density” segments,
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�H =
1

2 �
k��0

Q0�k��

K� 2
�j��k���2 +

1

2
D0g0S�k� = 0�2, �2.13�

which manifestly obey a conservation law, �� · j��r��=0. Thus,
domain walls either form closed loops or end on boundaries.

As noted earlier,10 these Ndomain extended objects of re-
duced dimensionality, stretching across the N=Ld lattice,
have excited-state cost of �Ndomain�Ld−1, above the uniform
ground-state energy �Ld. Such textures can be “quasidegen-
erate” with the global minimum, i.e., have an energy-density
difference of ��Ndomain /L�1 /L. Since domain walls can be
placed anywhere, there are exponentially many such pat-
terns, which are inherent structures, or local basins of attrac-
tion in configuration space,3 with large free-energy barriers
for removal. Thus, domain-wall textural minima can be nu-
merous, locally stable, and long lived.

III. LOCAL MEAN-FIELD EQUATIONS AND COUPLED-
MAP LATTICE

Here we present a coupled-map lattice27 and cooling pro-
tocol. We consider a local mean field, which in Fourier or
coordinate space is

��k�� � �S�k���;��r�� � �S�r��� , �3.1a�

where angular brackets are statistical averages. We do a
mean-field approximation such that �i� all Hamiltonian terms
are substituted/approximated in the same way and �ii� the
mean-field Hamiltonian is linear in S�r�� plus a constant and
vanishes for zero mean field. Three implementations all yield
the same result.

In Fourier space for Eqs. �2.11a� and �2.11b�, the substi-
tution is

�S�k���2 → S�k����k��� + ��k��S�k��� − ���k���2. �3.1b�

In coordinate space for Eqs. �2.10a� and �2.10b�, �H
= 1

2�r�S�r��hS�r��, where

hS�r�� � D0�g0S�r�� − �2�� 2S�r�� +
A1

2 �
r��

U�r� − r�� �S�r�� �� ,

and the local mean-field substitution is

S�r��hS�r�� → ��r��hS�r�� + S�r��h��r�� − ��r��h��r�� .

�3.1c�

Finally, one could obtain mean-field equations by minimiz-
ing �= ��H�+T� ln � with respect to the variational Boltz-
mann weight33 �=�k���k��, diagonal in k� like the exact Hamil-
tonian, and with �S�k��� and �S�−k��� treated as independent.
The mean-field Hamiltonians in Fourier and coordinate
space, with external p=0, are

�HMF = �
k�

Q�k���S�k�� −
1

2�
k�

Q�k�����k�� , �3.2a�

�HMF = �
r�

Q�r��S�r�� −
1

2�
r�

Q�r����r�� . �3.2b�

Here Q�k��=h��k�� in Fourier and Q�r��=h��r�� in coordinate
space are defined as

Q�k�� � Q0�k����k�� , �3.2c�

FIG. 2. �Color online� Relief plots of the compatibility potential: �a� coordinate space potential of Eqs. �2.5a�, �2.5b�, and �2.5c� or U�r��
versus �x ,y�; �b� Fourier-space shifted potential of Eq. �2.12� or V�k�� versus �kx ,ky�.
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Q�r��
D0

��g0��r�� − �2�� 2��r�� +
A1

2 �
r��

U�r� − r�� ���r�� �� .

�3.2d�

From Eqs. �2.10a� and �3.2b�, Q�r�� is a mean-field internal
stress. Then the self-consistency equations for 	��r��
 are

��r�� = �
S=0,�1

S�r��e−�HMF� ZMF = M�	�
� , �3.3a�

where ZMF=�Se−�HMF, and the map M is

M�	�
� � − 2 sinh Q�r��/	1 + 2 cosh Q�r��
 . �3.3b�

These can be solved iteratively, with the iteration-step label
as a discrete time, whose physical interpretation is discussed
below. We thus have a PLA-coupled nonlinear-map lattice,
with temperature-dependent control parameters,

��r�,t + 1� = M�	��r�� ,t�
� . �3.4�

In general, nonlinear maps can have chaotic, periodic, or
fixed-point attractors. Coupled-map lattices with Laplacian
nearest-neighbor couplings and global couplings, feeding
into each site the average of all outputs can support synchro-
nized clusters of periodic attractors.27,34 Sinha considered35 a
random �and hence far-neighbor� rewiring of a 1D coupled
logistic-map lattice. She found that the effective long-range
couplings stabilize the �otherwise unstable� fixed-point at-
tractor or period-one “synchronous” state. Garrahan and
Chandler considered22 noninteracting Ising spins, with spa-
tial correlations induced through nearest-neighbor restric-
tions on allowed spin flips, and found a dynamical arrest of
state-vector trajectories on cooling. In our case, with a simi-

lar N-component state vector R� r��t��	��r� , t�
, the map

M�R� r��t�� determines the evolution along the trajectory to

R� r��t+1�, and an “entropy crisis in trajectory space”22 is sim-
ply the onset of a fixed-point attractor.

It is convenient to separate out ��r� , t�=�0�t�+ �̃�r� , t�, with
a uniform mean-field part �0�t� and a spatially varying k�
�0 part �̃�r� , t�, to yield linked maps �where again square
brackets are lattice averages�,

�0�t + 1� =
1

N
�

r�
M�	��r�� ,t�
� � �M� , �3.5a�

�̃�r�,t + 1� = M�	��r�� ,t�
� − �M� . �3.5b�

Monte Carlo and other simulations usually follow a
“quench-and-hold” approach, with random initial spins, cor-
responding to a high temperature, then evolved at T=Tfinal,
i.e., suddenly cooled at an “infinite” rate, followed by wait-
ing for an infinite time th, to reach a unique global-minimum
equilibrium state. However, to investigate multiple meta-
stable minima with long lifetimes in glassy systems, it is
useful to study the response to a more gradual and controlled
cooling protocol. We start from an initial high temperature
Tinitial with a flat stochastic distribution in a range �1 and a
random seed �random, yielding a set of initial mean-field spins
	��r� , t=0�
. As iteration proceeds, the temperature is reduced

at a constant cooling rate �Ṫ� to a final fixed temperature
Tfinal, where the system is “annealed” or held at this tempera-
ture, for a further holding time interval th. The five prepara-

tion parameters 	�random,Tinitial ,Tfinal , �Ṫ� ,1 / th
 characterize
the thermal history of the metastable state accessed. �Equi-

librium thermodynamics implicitly considers the limit �Ṫ�
→0 and 1 / th→0, with states then independent of thermal
history.� The cooling ramp is

T�t� = Tinitial − �Ṫ�t �tfinal � t � 0� , �3.6a�

=Tfinal �th + tfinal � t � tfinal� .

The unit time-step cooling corresponds, in a continuous-time
sweep, to a sequence of identical microquenches of depth

�T=−�Ṫ�. In terms of the scaled temperature, the cooling
ramp is

		T�t�
 = 	initial −
�Ṫ�

�T0 − Tc�
t �tfinal � t � 0� = 	final

�th + tfinal � t � tfinal� , �3.6b�

where 	initial=	�Tinitial�, 	final=	�Tfinal�, and tfinal= �	initial

−	final��T0−Tc� / �Ṫ�.
A heuristic argument suggests that the discrete-time step

of Eq. �3.4� may have a physical meaning. On cooling a
system at a finite rate, there will be spatial fluctuations in the
order parameter as excess entropy is swept along. Suppose
the local entropy and energy s	��r� , t�
 ,u	��r� , t�
 define a
temperature T= 	�s��� /�u���
−1. Here T must be the same
throughout the system, so the canonical-ensemble and mean-
field equations derived from it are applicable to find the tex-
tures of nonuniform strain at uniform temperature. Then on

further cooling by ��T� at a rate �Ṫ�, there is a minimum time
scale tmin for heat to flow to the external heat bath and for
local energy/entropy relaxation through strain changes
���r� , t�. A new uniform temperature T− ��T�= 	�s��
+��� /�u��+���
−1 is established, where �T=−�Ṫ�tmin: the
canonical-ensemble mean-field equations are stroboscopi-
cally valid. Setting tmin=1, one therefore has a discrete-time
map. This is analogous to a larger-dimensionality dynamical
system having the order-parameter space as a “Poincare
slice,” to which the trajectory returns, but only after a delay.
Thus, a coupled nonlinear-map lattice can serve as a natural
description for the slow relaxation of nonuniformly strained
systems.

IV. THERMODYNAMICS AND TEXTURE DIAGNOSTICS

In this section we evaluate and plot thermodynamic func-
tions per unit cell versus temperature. The partition function
is

Z = �
	S


e−�H�T�, �4.1a�

with H�T� as the full Hamiltonian of Eqs. �2.10a� or �2.11a�.
The free energy per unit cell is f =F /N=−�1 /�N�ln Z. The
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entropy per unit cell s=S /N=− 1
N �F /�T yields

s = �u − f�/T , �4.1b�

where the internal energy per cell u=U /N is

�u =
�

N
	�H�T�� − T��H�T�/�T�
 , �4.1c�

and the second term comes from the temperature dependence
of the Hamiltonian in Eq. �4.1a�. It is convenient to write
Eqs. �2.11a� and �2.11b� as

H�T�
N

= E0�J0�S�
fL���
E0

+ J1�S���	�2� , �4.2a�

where

J0�S� �
1

N
�

k�
�S�k���2, �4.2b�

J1�S� �
1

N
�
k��0

��2K� 2 +
1

2
A1U�k����S�k���2. �4.2c�

Doing T derivatives of Eq. �4.1c�, with 	 as in Eq. �2.3c�, and
then taking mean fields,

�u =
��H�

N
−

E0T�

�T0 − Tc�
� J0���

E0

� fL

�	
+ J1���

��2

�	
� ,

�4.3a�

where

��H�
N

= �E0�J0���
fL���
E0

+ J1����2� . �4.3b�

The mean-field entropy is from Eq. �4.1b�, where the mean-
field free energy using �HMF of Eqs. �3.2a�, �3.2b�, �3.2c�,
and �3.2d� in Eq. �4.1a� is

�f = −
1

N
�

r

ln
1

3
	1 + 2 cosh Q�r��
 −

1

2N
�

k�
Q0�k�����k���2.

�4.3c�

In the limit of suppressing nonuniform mean-field contribu-
tions J1���→0,J0���→�0

2=1 and for fL���
0 and e−D0fL

�1, the energy �4.3a� and free energy �4.3c� become Landau
expressions �with �fL /��=0�,

uL��� = fL��� + TsL��� , �4.4a�

fL���/E0 = �	 − 1��2 + �2��2 − 1�2, �4.4b�

sL��� = − � fL/�T = −
E0

T0 − Tc
�2. �4.4c�

Simulations are done for a 128128 lattice and periodic
boundary conditions. We take �=1 /2, A1=4 , A3 /A1
=1 /2, E0=3 , T0=1 , Tc=0.9, 	initial=4 /3 and apply vari-

ous cooling rates 0.1� �Ṫ��0.0001, with holding times up to
th=2M ,M =10. Initially, we cool to all the way to zero tem-
perature Tfinal=0 or 	final=	�0�=−Tc / �T0−Tc�=−9 and later

take nonzero final annealing temperatures. It is convenient to
do a FFT on the inputs 	��r� , t�
 to evaluate Q�k�� of Eq. �3.2c�
and a reverse FFT to get Q�r�� used in the map �Eqs. �3.3b��,
yielding the outputs 	��r� , t+1�
. In practice, we find that the
nonuniform �̃�O�1� dominates, with negligible uniform
contribution �0�O�10−3−10−5�.

Figure 3 shows the thermodynamic functions. The inset of
Fig. 3�a� with horizontal axis 	 between 	�0�=−9 and +1
shows the uniform-state thermodynamics of Eqs. �4.4a�,
�4.4b�, and �4.4c�, with an entropy/energy jump at the 	=1

(a)

(b)

FIG. 3. �Color online� Thermodynamic potentials per unit cell
for nonuniform textures versus scaled temperature 	�T� for cooling

down to zero temperature at various rates: �a� for cooling rate �Ṫ�
=0.001, the free energy f , internal energy u, and entropy s of Eqs.
�4.3a�, �4.3b�, and �4.3c�. �Inset: the corresponding
fL��� ,uL��� ,sL��� versus 	 of Eqs. �4.4a�, �4.4b�, and �4.4c� for a
uniform mean-field order parameter ��	�.� �b� The excess entropy

�s�s−sL��� is shown for four cooling rates �Ṫ�
=0.0001,0.001,0.01,0.1, where the rates increase from right to left

for the curves at low temperatures. For �Ṫ�=0.001 the crossover
temperatures 	g, 	� ,	K are indicated. �Inset: crossover temperatures

	g and 	� versus log��Ṫ��.�
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first-order transition and a continuous free energy. The main
Fig. 3�a� shows the thermodynamic potentials per cell f ,s ,u

for cooling to Tfinal=0 at �Ṫ�=0.001. The entropy and energy
swept along on cooling from 	=4 /3, both show initial build-
ups, and the larger entropy buildup induces an initial bump
in the free energy f =u−Ts. Figure 3�b� shows the excess
entropy over the Landau value, �s�s−sL��� versus 	, for
various cooling rates, 0.0001, 0.001, 0.01, and 0.1. The
excess-entropy curves show cooling-rate dependent roll-offs,
followed by almost linear decreases, and then elbowlike
changes to lines of much lower slope, as will be understood
later. Temperatures 	g=	�Tg� and 	�=	�T�� from textural di-

agnostics below are marked for the �Ṫ�=0.001 curve. Ex-
trapolating the high-slope portion to intersect the temperature
axis marks a Kauzmann-type temperature1,2 	K.

It is useful to define two Fourier diagnostics related to the
domain-wall orientations �see later� through

G2 = �
k�

P�k���O2/O1�2, G3 = �
k�

P�k���O3/O1�2, �4.5�

where P�k��= ���k���2 /�k����k���2. A peak in G2 and a coincident
dip in G3 versus 	 define a temperature 	g and coincident
onsets of flattening in both define a 	�. These correspond to
the structures in the excess entropy mentioned above. The
inset of Fig. 3�b� shows that the crossover temperatures 	g ,	�

decrease logarithmically with cooling rate as can be under-
stood. Domain-wall segments of multiscale textures will face
a range of local energy barriers. For cooling faster than some
of these relaxation rates, the higher-barrier �Eequ structures

will not equilibrate fully, where �Ṫ��e−�Eequ. The textural
crossover temperatures Tg ,T� will naturally depend on Eequ

and hence on �ln�Ṫ�.

V. TEXTURES AND TRANSITION PATHWAYS

We only touch upon the surprisingly rich attractors of the
PLA-coupled nonlinear-map lattice in this section that pre-
sents �A� spatiotemporal textures in a wavelet analysis and
�B� dynamical transition pathways.

A. Textures and Haar-wavelet spectra

For 1D globally coupled logistic maps, the evolution of
lattice variables shows up in space-time plots as fernlike

patterns.27 On cooling at �Ṫ�=0.001 to zero temperature,
we do a Kaneko-type space-time plot by taking an x=0 or
1D slice of the 2D space. In Fig. 4�a�, colors depict
��x=0,y , t� versus y and t, and three evolving phases can
be seen. The crossover temperatures are 	g=−0.95 and
	�=−1.57, corresponding to the 	�t� cooled through. From
the color bar, the � values are ��1, so the map essentially
evolves the domain walls rather than the strain magnitudes.
The three phases are clearly seen in 2D color snapshots of
��r� , t� taken at three temperatures while cooling to zero �not
shown�.

Figure 4�b� shows that the same three textures arise for

�Ṫ�=0.001 if we cool and hold to three nonzero final tem-
peratures 	=	final well within the three regimes below, with

phases remaining stable over holding times th�104 �com-
pare y axis slices of Fig. 4�b� with those of Fig. 4�a��. Figure
4�b� shows that �i� for 4 /3� �	= +0.6��	g there is a pre-
dominantly feathery phase of short domain walls, with many
stubby sidebars and loops. As the holding temperature is
lowered in different cool-and-hold runs, this locally converts
over a broad range of temperatures to patches of the maze
phase, and �ii� for 	g� �	=−1.0��	�, there is entirely a
maze phase of long narrow domains along horizontal or ver-
tical axes forming striped grains with irregular boundaries.
Finally, �iii� for 	�� �	=−2.5��	�0� there is a “bidiagonal”
phase with coarse domains and wandering walls along both
diagonals. This thermal-disorder texture is like the irregular
states passed through in more conventional dynamics,8–10 en
route to the final state of sharp twins along single diagonals,

FIG. 4. �Color online� Three types of textures all on cooling at a

rate �Ṫ�=0.001: �a� space-time evolution color plots on cooling-to-
zero temperature, showing OP strains ��x=0,y , t� versus �y , t�. �b�
Coordinate-space color plots of ��r� , t� versus �x ,y� on cooling to
three final scaled temperatures 	�T� and holding for long times,
showing �i� feathery �	= +0.6�, �ii� maze �	=−1.0�, and �iii� bidi-
agonal �	=−2.5� phases. The holding temperatures are well within
the three temperature ranges of 4 /3�	� �	g=−0.95�, 	g�	� �	�

=−1.57�, and 	�� �	K=−1.61��	� �	�T=0�=−9�. �c� Fourier-
space color plots of ln���k���2 versus �kx ,ky� for the three phases of
�b� above.
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so it has a strain-glass-like character.11 The three textures are
anisotropic and multiscale in coordinate space. This is also
seen in Fourier-space plots of Fig. 4�c�, which shows for the
same three temperatures, logarithmic color plots of ln���k���2
versus �kx ,ky� spread across the Brillouin zone. The differing
anisotropies motivate the diagnostics of Eq. �4.5�.

The PLA interactions affect textures at all temperatures.
Switching them off by setting A1=0 yields checkerboard tex-
tures at high temperatures and shapeless blobs at low tem-
peratures. The zero-elastic constant model is however un-
physical as it is infinitely compressible and suppresses
compatibility.

Returning to A1�0, there will be exponentially many
bidiagonal states �see comments on domain walls below Eq.
�2.13��, with ergodicity breaking selecting one of many tex-
tural “replicas”34 at minima of a rugged free-energy land-
scape. For different initial conditions, i.e., changing the ran-
dom seed �random, but other thermal-history parameters
unchanged, we land in other degenerate local minima with
locally different bidiagonal textures. A similar influence of
initial conditions was seen earlier for single-diagonal marten-
sitic domain walls.9 The crossover temperatures are also
weakly affected.

We now examine further a given set of textures. Within
the annealing period, it is convenient to henceforth measure
times from cessation of cooling, i.e., as functions of t̃= t
− tfinal, and to further drop the superscript, t̃→ t
=0,1 ,2 , . . . , th. We discover that the phases, obviously non-
uniform in space, can also be dynamic in time. If we take the
sum/difference of textures at unit time steps,

���r�,t� =
1

2
	��r�,t + 1� � ��r�,t�
 , �5.1�

color plots �not shown� of �+�r� , t� for both the feathery phase
and the maze phase are mostly zero, so oscillating with pe-
riod 2, while �+ for the bidiagonal phase looks like Fig. 4�b�
and is thus static. The “velocity” or �− plots is complemen-
tary. �The possibility of oscillating/static phases is seen
in a simple uniform mean-field map, �0�t+1��
−tanh�D0g0�0�t��, which has solutions �0�t�� � �−1�t for
g0�	��0 and �0� �1 for g0�	�
0.�

To pin down textural oscillations more precisely, we de-
fine generalizations of Eq. �5.1� using wavelet transforms as
in signal processing and compression. The method has been
described as more powerful than Fourier transforms in that it
can simultaneously resolve signals both in time and fre-
quency, and wavelets have been used to analyze chaotic
behavior.28 In continuous-time signal processing, the usual
focus is on finer time resolutions/higher harmonics; here we
consider discrete time in unit steps and larger time intervals/
subharmonics. First we consider auxiliary functions, which
are a sum and a difference of unit-height functions, nonzero
only within the “unphysical” time intervals 1 /2� t�0 and
1� t�1 /2,

�0,0
� �t� = h�t	1 − 2t
� � h�	2t − 1
	2 − 2t
� , �5.2a�

where h�t� is the Heaviside step function. �To avoid numeri-
cal ambiguity at the jumps, it is convenient to add a positive

quantity to t in the step function, e.g., t→ t+0.25.� We define
functions that are nonzero only in time intervals 1 /� j � t
�0 where the time extent or “period” is 1 /� j =1 /2 j =2�j�

=2,4 ,8 , . . ., with negative integer j=−�j�. The inverse time
extent or “frequency” is then � j =2 j =1 /2,1 /4,1 /8, . . .. A set
of these finite-extent square-normalized functions is defined
as

� j,0
� �t� = �� j�0,0

� �� jt� . �5.2b�

Since our discrete-time step has j�0, the set 	� j,0
− �t�
 ex-

cludes the �0,0
− �t� auxiliary function �5.2a�.

With discrete-time shifts t→ t− tj where tj�m��m /� j with
integer m=0,1 ,2 ,3 , . . . one defines

� j,m
� �t� = � j,0

� �� jt − m� , �5.2c�

which is nonzero only for a time window �m+1� /� j � t
�m /� j. The time shifts just slide the finite-extent profiles
along the time axis. The functions of Eq. �5.2c� are, of
course, the Haar “wavelet” ��−� and “scaling” ��+�
functions.28 Since t� th=2M in our case, the shifts are re-
stricted to tj +1 /� j � th or tj / th�1−1 / �� jth�, so m values are
in the range mmax��2M−�j�−1��m�0. A square wave in
time t� th with period 2�j� is then just a sum over shifts of the
finite-extent functions, �m� j,m

− �t�.
We focus on wavelets and extract simple diagnostics. The

overlap of a signal ��r� , t� with the Haar-wavelet functions is
a local “wavelet transform,”28 with a discrete-time t sum
over th� t�0. We define

W−�r�,� j,tj� � �
t

��r�,t�� j,m
− �t� . �5.3a�

For 1 /� j=−1=2 and tj�m=0�=0 we essentially recover �− of
Eq. �5.1�. To capture the static part we simply consider the
time average,

�̄�r�� �
1

th
�

t

��r�,t� . �5.3b�

At a given site r� and after a time tj, the overlap W−�r� ,� j , tj� is
a measure of the signal subsequently having positive and
negative segments of total extent 1 /� j. From Eq. �5.3a�, two
complementary diagnostics for oscillations can be defined.

�i� To get a local-site spectrum of frequencies � j at a site r�,
which appear at any time during the annealing period th, we
take the average of Eq. �5.3a� over all allowed time shifts
tj�m� �with 0�m�mmax�,

W1�r�,� j� �
1

mmax
�
m

W−�r�,� j,tj�m�� . �5.4�

�ii� To get a global diagnostic for a frequency � j after a
time shift tj, a spatial average of Eq. �5.3a� is not suitable
since it just picks out the k� =0 mode. So we square before
taking a site average: this gives a projection of an autocorre-
lation that will be considered later,
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W2�� j,tj� �
1

N
�

r�
	W−�r�,� j,tj�
2 = �

t,t�

� j,m
− �t�� j,m

− �t��

� 1

N
�

r�
��r�,t���r�,t��� . �5.5�

A square wave ��r� , t�=��r� ,0��−1�t would show up in a relief
plot of W2�� j , tj� versus � j and tj, as a ridge peaked at the
frequency � j =1 /2, and constant along the time-shift axis. An
average of Eq. �5.5� over m is a global frequency spectrum:
W3�� j���mW2�� j , tj�m� /mmax�.

Figure 5�a� shows a relief plot of W2�� j , tj� versus � j and
tj / th for the maze phase. The periodic square-wave ridge of
� j =1 /2 is clearly the majority frequency, with subharmonics
1/4, 1/8 being about 10−2 smaller. These correlated sign flips

of the narrow domain-wall stripes are reminiscent of short
wavelength oscillatory “dyadon” modes of twin arrays.6 The
feathery phase has a similar W2 and the low-temperature
bidiagonal phase has W2=0 �both not shown�. The spectrum
W3�� j� thus drops to zero below 	�, so vibrational textural
contributions to the entropy vanish.

Figure 5�b� shows the local-site spectra W1�r� ,� j� of Eq.
�5.4� for a minority frequency � j =1 /4 in the feathery and
maze phases. Most sites are majority frequency so W1 is zero
�background�, but there are isolated minority-frequency clus-
ters of weak amplitude square waves, which are somewhat
more numerous in the maze phase. The plots with � j
=1 /8,1 /16 are similar. With � synchronized clusters and
N1 ,N2 , . . . ,N� sites in each cluster, the feathery and maze
attractors are thus neither chaotic ��=N ;N1=1 , . . . ,N�=1�
nor fully coherent ��=1;N1=N� but are possibly partially

(a)

(b)

FIG. 5. �Color online� Periodicity of textures, in the three phases, seen through a Haar-wavelet analysis: �a� maze phase relief plot of
lattice-averaged Haar spectrum of Eq. �5.5� or W2�� j , tj� versus frequency � j and time shift tj / th scaled in the holding time, showing ridges
at the frequencies. �b� Color plots of the local-site spectrum �Eq. �5.4�� or W1�r� ,� j� versus �x ,y� for � j =1 /4 showing minority frequency,
small-amplitude oscillation clusters, within the predominantly period-two feathery and maze phases.

STRAIN PSEUDOSPINS WITH POWER-LAW… PHYSICAL REVIEW B 78, 144103 �2008�

144103-11



ordered or dynamically glassy.27,34 A plot of W1�r� ,� j� for the
bidiagonal phase with � j =1 /2,1 /4 �not shown� is entirely
zero, so there are no oscillating clusters.

How can these square-wave rapid oscillations at the
nanolevel coexist with apparently static global-level thermo-
dynamic functions of Fig. 3. Going back to the mean-field
maps of Eq. �3.4�, we see that a sign flip of all the ��r� , t�
local inputs flips the signs of the ��r� , t+1� local outputs,
while the free energy of Eq. �4.3c� is even in the variables.
Thus, a period-two ��r� , t�=��r� ,0��−1�t square wave would
give time-independent contributions ����k� , t��2= ���k� ,0��2 to
Eqs. �4.3a�, �4.3b�, and �4.3c�. At 	� there is a period-halving
threshold, as these period-two oscillations convert on cooling
to period-one or static attractors. This vanishing of the vibra-
tional entropy leaving only the configurational entropy of
textures, which simultaneously coarsen, helps us to under-
stand the change in slope or elbow in the excess entropy of
Fig. 3�b�. For infinite holding times we expect monodiagonal
twinned martensite: the bidiagonally glassy state will be a
long-lived metastable fixed point. Nonlinear maps can have
long-lived transients through a mechanism of “intermit-
tency” near the instability of a limit cycle attractor.27

B. Dynamic transition pathways

But if the spatiotemporal textures are locally stable, then
how can there be a transition from one phase to the other on
cooling. These are mediated by transient “acoustic bursts,”
riding on these square-wave “phonons.”

The three textures of Fig. 4 well within the three tempera-
ture regions are stable over long holding times. However, as
	g and 	� are approached in different cool-and-hold runs, the
attractors show their metastability and convert locally to the
low-temperature phase. The changes in thermodynamic func-
tions of Fig. 3 are thus smooth rather than sharp. For ex-
ample, by annealing at fixed temperature 	=−0.05� �	g=
−0.95�, the feathery phase incubates small patches of the
maze phase, part of a broad gradual transformation, com-
pleted by 	g. Similarly, by cooling to 	=−1.17� �	�=
−1.57� and annealing, the maze phase converts after an in-
cubation delay t�102 to finite patches of the bidiagonal
phase, i.e., shows static islands in an oscillating sea. The
rather gradual feathery/maze and more dramatic maze/
bidiagonal conversions are shown in Figs. 6�a� and 6�b�, re-
spectively, through pictures at early and intermediate times.

Both Figs. 6�a� and 6�b� conversions show light-color
spots, as seen in earlier continuous-time simulations of the
continuum-variable strain9 e2�r��. These hotspots act as con-
figurational catalysts. They build up in number and become
correlated, and as in Fig. 6�b�, it can incubate the transform-
ing regions within a “catalytic corral” and then disappear.
The mobile hotspots are dynamical heterogeneities, facilitat-
ing the opening of conversion channels to other local tex-
tures, and are reminiscent of chains of high-velocity atoms in
molecular-dynamics simulations of glassy systems.4 When
the catalysts dry up for 	�	�, further relaxation pathways,
e.g., from the glassy bidiagonal state to the martensitic
monodiagonal state, take very long times: there is a struc-
tural arrest in a literal sense. The catalytic droplets emerge

spontaneously from a kinetically unbiased dynamics, differ-
ing from models21,22 where specific neighboring configura-
tions are imposed, for spin-flip transitions to occur. Although
there are no hard spheres here, the hotspots clearly have
conceptual similarities to free-volume scenarios in glasses.1

We investigate hotspots further. Figure 6�c� has a blowup
of a region in the conversion of Fig. 6�b�, showing the long,
winding, narrow stripes of the maze phase and the emerging
bidiagonal coarser textures. There are lighter unit-cell
squares where a martensitic two-variant interface or d2
domain-wall splits into two martensite-austenite d1 domain
walls, which later rejoin, with the order parameter going to-
ward zero inside the enclosed droplet �see comments below
Eq. �2.7��. The hotspots are thus like �6 dark solitons of sign
opposite to their background, attached to the domain-wall
line solitons.36 For cool and hold to 	=−2 and then applying
a uniform external tilt p�r��= p0 in Eq. �2.10a�, the map �Eq.
�3.3b�� changes as Q�r��→Q�r��− �D0 /2��p0. For a large
enough p0=3� say, the bidiagonal state converts to a �0=1
uniform state, again through the mediation of hotspots along
the domain walls.

The compressional e1�r� , t� and shear e3�r� , t� strains can be
evaluated from expressions ei�k�� /�=Bi,2��k� , t� above Eq.
�2.5a�. The maze phase e2�� oscillating stripes show up
also as stripes in e1 ,e3 but with less patterning in e3. The
bidiagonal disordered phase has trapped compressional and
shear strains, unlike the sharp monodiagonal twins that expel
non-OP strains.9 The transient hotspots with deviatoric dips
are also in regions of low compressional and shear strains, so
are austenitic droplets of the high-temperature square-unit-
cell phase.

Since 1−S�r��2 is nonzero �and unity� only at S�r��=0 sites,
we use a related mean-field diagnostic ��r� , t������r� , t�2�
−��r� , t�2�2 for hotspots, shown in Fig. 6�d�, comparing well
with Fig. 6�c�. The spatial average ��t�����r� , t�� is a global
measure of the hotspot density. Figure 7�a� for ��t� versus
time t �after cooling has ceased� shows an initially fluctuat-
ing rise and delayed peaking or incubation and a sharp fall-
off, followed by a flattening to zero. The inset shows � for a
separate cool-to-zero sweep versus the temperatures 	 swept
through, with two peaks that are close to 	� and 	g. The
nonmonotonic behavior shows that hotspots are dynamically
generated and temperature varying and are not just a fraction
of a high-temperature phase passively swept along by a cool-
ing ramp.37 Hotspot wavelet analyses will be done else-
where.

The finite lifetime of the hotspots of Fig. 6�b�, after cool
and hold to 	=−1.17 just above 	�, is defined as where ��t�
first flattens to zero. Figure 7�b� shows that an extrapolated
plot of the austenitic hotspot lifetime versus 	 vanishes lin-
early in 	−	K. The curve shows a nonlinear rise in the life-
time further away from 	K, and the peak in ��t� is also
tracked. Thus, 	K
	� is the lower bound for appreciable
hotspot generation by coupled-map lattice and so is a “dy-
namic lower spinodal temperature” for the catalysts.

Kauzmann2 conjectured that TK was a metastability limit
of a supercooled liquid phase, with a profusion of freely
nucleated polycrystallites, then forming a “glass,” as also
found in a plaquette-spin model.2,15 Our interpretation is
complementary: the catalytic droplets are active lubricants

S. R. SHENOY AND T. LOOKMAN PHYSICAL REVIEW B 78, 144103 �2008�

144103-12



(b)

(a)

FIG. 6. �Color online� Role of the correlated dynamics of hotspots in local textural conversions after cool and hold at �Ṫ�=0.001 to fixed
holding temperatures just above the crossovers 	g=−0.95 and 	�=−1.57: �a� local conversion with time of the feathery to the maze phase at
fixed �	=−0.05��	g. The light spots are low-strain austenitic hotspots that bracket the emerging maze patch and then disappear. �b� Local
conversion with time of the maze to the bidiagonal phase at fixed �	=−1.17��	�. The hotspots form transient catalytic corrals. �c� Blowup
of the ��r� , t� maze/bidiagonal conversion region of �b�, showing lighter austenitic droplets attached to martensitic domain walls. �d� Blowup
of local hotspot diagnostic ��r� , t� in the same maze/bidiagonal conversion region compare with �c�.
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rather than passive competitors. Glassy freezing occurs not at
a supercooling limit Tc for pre-existing austenite but at a
TK
Tc dynamic-generation limit, where the austenitic drop-
lets have zero survival time. The vanishing of catalysts at 	K
should induce a slowing2 of textural conversions; this will be
studied elsewhere. It would be interesting if catalytic drop-
lets of the high-temperature phase, e.g., paramagnetic zero-
spin clusters, could be identified in other spin models,14,15

without imposed kinetic constraints.21,22

C. Correlations and dampings

We define a pseudospin autocorrelation function averaged
over all sites,

C�t� = �
r�

��r�,t���r�,0�/�
r�

�2�r�,0� , �5.6�

related to the curly brackets of Eq. �5.5�. Figure 7�c� shows
C�t� versus time after cooling ceases for the maze/bidiagonal

conversion of Fig. 6�b� at 	=−1.17�	�, showing damped
oscillations. In glasses, correlations show two types of damp-
ing, not yet fully understood.1 Comparing C�t� of Fig. 7�c�
and ��t� of Fig. 7�a�, one sees that there is a link between the
time variations. At early times, when C�t� starts with large-
amplitude rapid spin oscillations, the ��t� hotspot density is
appreciable and thus induces a relatively strong ��� damping
by catalyzing formation of the static competing phase. At
later times, when the residual C�t� has small-amplitude slow
spin oscillations, the density ��t� is small, and there is a
weaker ��� damping from now-sparser hotspots. The differ-
ent evolution regimes of the hotspot density thus induce dif-
ferent damping regimes in the pseudospin correlation.

The configurational relaxation, monitored through �s�t�
−�s�0� in Fig. 7�d�, shows that the entropy is released un-
usually in decreasing steps bracketed by rise/dip spikes, as
entropy barriers are crossed. With a local applied stress, the
same behavior occurs, with slightly higher entropy steps.

(a)

(b)

(c)

(d)

FIG. 7. Global hotspot diagnostic, pseudospin autocorrelations, and entropy relaxation at the maze/bidiagonal conversion of Fig. 6�b� for

�Ṫ�=0.001 with cool and hold to 	=	final=−1.17: �a� global hotspot diagnostic ��t� versus t, with time measured after cooling ceases. �Inset:
� versus temperatures 	 swept through during a separate cooling run to 	final=−9.� �b� Plot of hotspot lifetime versus holding temperature 	
for cooling rates �T�=0.001 �open circles�; the hotspot peaking time is also tracked �asterisks�. �c� Pseudospin autocorrelation of Eq. �5.6� or
C�t� versus t. �d� Excess entropy �s�t�−�s�0� versus t.
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VI. DISCUSSION

We have considered a strain pseudospin Hamiltonian with
compatibility-induced power-law anisotropic couplings, re-
duced from a martensitic-transition free energy. The order-
parameter equation for local mean fields is solved iteratively
under constant-rate cooling between initial and final tem-
peratures, followed by annealing for a long holding time at
the final temperature. We obtain spatiotemporal textures and
thermodynamics of this coupled-map lattice under cooling.
The entropy excess �over the uniform-state Landau value�
shows a weak roll-off at T=Tg and a sharper elbow at a
lower T=T� above a Kauzmann-type temperature TK.2 The
thermodynamic crossover temperatures correspond to
changes in domain-wall diagnostics and decrease logarithmi-
cally with cooling rate. The macroscopic “static” thermody-
namics conceals a rich nanoscopic spatiotemporal dynamics.
There are at least three long-lived textural attractors of
inherent-structure domain walls that emerge on cooling,
namely, a feathery phase of labyrinthine domain walls, and a
gradual local conversion completed by Tg to a maze phase of
irregular tiles of narrow domain-wall stripes in horizontal/
vertical directions. Both these textural phases temporally
switch sign with period 2, with minority-frequency subhar-
monic clusters. Finally at T� there is freezing to a static low-
temperature phase of coarser domain-wall patterns along
both diagonals. The suppression of vibrational states explains
the excess-entropy elbow at T�. There are many textural re-
alizations of a given phase, accessed by changing the random
initial state. Deep inside temperature regimes, the phases are
stable over long times. However, as crossover temperatures
Tg ,T� are approached, conversions between phases occur lo-
cally by waiting at fixed temperature for an incubation time
to elapse. Transitions between textures are facilitated by aus-
tenitic hotspots correlated in space and time, which catalyze
local regions of the new incubated phase and then disappear.
The lifetime of incubated hotspots vanishes at TK, identified
with a dynamic spinodal temperature for generating the aus-
tenitic catalysts. Different pseudospin-damping regimes are
induced by different catalyst-density regimes.

Our model has a PLA-coupled, but kinetically unbiased,
iterated-map dynamics �with temperature-controlled param-
eters�, high-degeneracy metastable states �e.g., of bidiago-
nally oriented domain walls�, and hotspot catalysts �that are
internally generated, not imposed�. It differs from other mod-
els where degenerate excited states and kinetically biased
transitions are specified by the model assumptions. A key
result is that large-scale textural conversions on cooling can
be catalytically induced by a low density of dynamical
hotspots, which are like momentarily dipping saddle points
of an evolving free-energy surface. When they become rare,
entropy barriers rise, and in an ergodicity-breaking transi-
tion, the system is left trapped in one of the many minima of
a now-rigid and rugged free-energy landscape.1

We now make some speculative comments about the rel-
evance of these ideas for further possible work. Experimen-
tally, acoustic emission has been seen associated with mar-
tensitic transitions;38 it would therefore be interesting to
relate this, and any athermal square-wave signals, through a
wavelet analysis to hotspots or periodic attractors. Martensi-

tic transitions have broad transformation regions, as does the
model. Complex oxides, with strain coupled to spin and
charge, can show multiscale patterns and glassy behavior,
including long martensitic “incubation” times on change in
control parameters, slow oscillation of mesoscopic textures,
or glassy aging phenomena.10,39 These might be related to an
iterative delay in dynamically building up hotspot correla-
tions to mediate the transition, to long-period attractors, or to
entropy barriers. Varying material parameters A1 ,� ,T0−Tc
and adding quenched compositional disorder, one could try
to model strain glasses with suppressed martensitic
transitions.11 More generally, one might explore “metastable
materials,” whose functionality depends on the understand-
ing and control of their glassy multivariable texturing. Such
materials would have extended phase diagrams with prepa-

ration parameters �Ṫ� and 1 / th as added variables, where the
equilibrium phase diagram is a slice at the origin of the
added axes.

Quite apart from its martensitic motivation, Hamiltonians
�2.10a� and �2.10b� with anisotropic interactions could be
studied as a statistical model analytically and in Monte Carlo
simulations32 under a temperature ramp or a temperature
sawtooth for hysteresis. Other extensions of the Blume-
Capel model to include isotropic Ruderman-Kittel-Kasuya-
Yosida �RKKY� interactions or slower power laws have been
considered.19,40

Unusual thermodynamic behaviors including multiple
spinodal branches, disturbance propagation, and multivalley
free energies have been found in models with isotropic long-
range interactions.18,19,41 For the glass transition, mode-
coupling approaches exist.1 One could similarly analyze our
model with PLA interactions of zero spatial average, which
are a border case of long-range interactions.

Simulations of coupled-map lattices have studied
oscillation/synchronization of clusters.27,34,35 One might con-
sider, for this PLA-coupled model, a stability analysis of
period-altering thresholds on cooling, temperature-dependent
Liapunov exponents, and mechanisms for long-lived meta-
stable attractors.19,27,34

For configurational glasses,1 the model suggests a specu-
lative scenario of “glass as a metastable fixed point of a
map” based on analogs. Suppose, with cooling rate faster
than the emptying rate of the liquid well,37 we can avoid
crystallization and supercool to one of the many nonuniform-
density metastable branches. Taking the uniform austenite
and twinned martensite phases as analogous to the equilib-
rium liquid and crystal phases, the feathery/maze phases are
like the supercooled liquid with vibrationally hidden
structure,3 and the coarser static bidiagonal phase is like the
frozen “ideal glass” or amorphous state.

Strain variables have been found useful in describing
amorphous or glassy phases.42 One might consider a dy-
namic or coupled-map lattice version of the glassy density-
functional treatment of Dasgupta,5 which allows for a range
of possible grid scales and orientations. To treat emerging
and transient textures of distorted unit cells, one could in-
clude gradients of the density ��r�� or harmonic-strain contri-
butions on the family of grids �e.g., E���r��2��������r���2�
added to the density-density structure-factor interactions. A
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no-topological-defect constraint on the unstirred slowly
cooled melt would then induce strain-strain PLA potentials.
The �scalar� density and �tensor� strain variables would be
analogous to two-OP glass scenarios.43 The inherent
structures3 would be patterns of solid-solid �d2� domain walls
between two or more competing variants in vibrating hetero-
geneous icebergs, which could include icosohedral struc-
tures. The liquid states would have a competitive/catalytic
dual role: squeezed out externally as textured icebergs ex-
pand but generated internally as transient catalysts, with d2
walls thermally splitting/rejoining into two d1 walls enclos-
ing droplets. Correlated chains4 of these transient droplets
could dynamically mediate the rearrangement, growth, and
merger of the textured regions. If they have time to complete
their work, one gets a single-variant crystal. If cooled below
a Tg, the evolution could become facilitator limited, with
T��TK reached before rearrangements are completed. The
catalysts disappear, the fixed-point metastable attractor domi-
nates, and the remaining coarser tangle of trapped d2 walls is
left high and dry, frozen into a glassy/amorphous structure.

The temperature-dependent increase in the activation energy
on cooling �that defines a fragile glass� could be related to
the vanishing lifetime at T=TK of the liquid hotspots. At very
low temperatures, in a mechanism independent of material
details, the trapped d2 walls could split due to quantum fluc-
tuations, into higher-energy d1 droplets and rejoin, with
ranges of local trapped-stress values providing ranges of
two-level splittings.1,44

The pseudospin model is thus motivated by martensitic
transitions and leads to a coupled-map lattice with power-law
anisotropic interactions that shows behavior analogous to
configurational glasses. The model can be useful for further
studies relevant to these three fields.
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